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Abstract 

This technical report presents the results of a Systematic Literature Review 

(SLR). The SLR aims at identifying threats to validity and control actions 

which occur in controlled experiments. We describe the threats to validity 

and possible ways to control them, based on evidence from literature. In 

addition, we present relationships that were identified during the analysis of 

the data extracted. When we select an action to control a threat to validity, 

this action may cause another threat. 

Keywords: empirical software engineering, threats to validity, control actions. 

1. Introduction 

This technical report presents the results of a SLR which was conducted to identify 

threats to validity and actions to address them. In addition, we found relationships 

between the threats to validity and control actions. These relationships were classified 

into “controlled by” and “may cause”. The first one means that a control action can 

mitigate a threat to validity. On the other hand, the second one means that a control 

action may cause a threat to validity. 

According to Conte (2009), SLRs are based on a well-defined research strategy, which 

aims to detect the maximum possible relevant bibliographic material. We define a 

protocol revision that specifies the research question and methods that will be used to 

perform the review. A SLR proposes a fair assessment of the research topic. We use a 

rigorous review methodology, reliable, and capable of auditing (Kitchenham and 

Charters, 2007). 

2. Research Strategy 

Initially, we used the SLR performed by Sjoberg et al. (2005). This SLR aimed at 

investigating the quality of experiments published in Software Engineering. As far as 

we know, this SLR covered the majority of venues in Software Engineering. However, 

the research questions (RQs) explored by Sjoberg et al. (2005) are different from ours. 

We are interested in threats to validity described in controlled experiments, control 

actions, and relationships between them (see our RQs in Table 1). 

 



Table 1. Research Questions of this SLR. 

Research Questions Goal 

RQ1 - How many and which threats 

to validity and actions to address 

them are described in papers that 

report controlled experiments? 

RQ1 aims at finding out which threats to validity and control 

actions are reported in controlled experiments. An expected 

result concerning this RQ is to build a list that contains the 

different threats to validity and their respective control actions. 

  

RQ2 - Which relationships are there 

between threats to validity and 

actions to address them? 

RQ2 aims at identifying relationships that occur between threats 

to validity and control actions. These relationships provide 

information about consequences of choosing a control action for 

a threat to validity. An expected result concerning this RQ is to 

build a conceptual model to assist researchers in the 

identification and mitigation of threats to validity. 

To attend our specific goal, a paper from Sjoberg’s SLR was excluded if: (a) it was not 

available for download; or (b) it did not present threats to validity. Following this 

exclusion criteria, out of a total of 103 papers, we extracted data from 47 (see Table 2). 

Extracted data comprised the threats to validity and control actions reported in the 47 

controlled experiments. Thereafter, we produced a list of threats to validity and control 

actions, and identified relationships between them. The whole process was reviewed by 

an independent researcher. In case of any disagreement, the researchers had a discussion 

in order to address them.  

Table 2. Results of Sjoberg’s SLR: Jan. 1993 – Dez. 2002. 

Journal/Conference Initial Final Percentage 

Empirical Software Engineering (EMSE) 22 16 34.04% 

IEEE Transactions on Software Engineering (TSE) 17 8 17.02% 

Information and Software Technology (IST) 8 6 12.77% 

Journal of Systems and Software (JSS) 24 5 10.64% 

International Conference on Software Engineering (ICSE) 12 5 10.64% 

IEEE International Symposium on Software Metrics (METRICS) 10 5 10.64% 

IEEE International Symposium on Empirical Software 

Engineering (ISESE) 

3 2 4.25% 

IEEE Software (IEEE SW) 4 0 0.00% 

Software Maintenance and Evolution (SME) 2 0 0.00% 

ACM Transactions on Software Engineering Methodology 

(TOSEM) 

1 0 0.00% 

Software: Practice and Experience (SP&E) 0 0 0.00% 

IEEE Computer (IEEE Comp) 0 0 0.00% 

Total: 103 47 100% 

However, we did not identify enough data to answer our RQs. We believe it happened 

because Sjoberg et al. (2005) selected papers published between 1993 and 2002. 

According to Carver et al. (2004), since then a growing number of researchers were 

including experimental results in their research work. Thus, we identified the need to 

conduct a new SLR. 

The goals of our SLR was: (a) to increase the evidences of threats to validity, control 

actions, and relationships between them identified in the preliminary literature review; 

and (b) to identify new threats to validity, control actions, and relationships which were 

not found in the preliminary literature review. 

To conduct our SLR, we used the same procedure described by Sjoberg et al. (2005). 

Therefore, we scanned nine journals and four conferences proceedings from 2003 and 

2011. The journals were ACM Transactions on Software Engineering and Methodology 

(TOSEM), Empirical Software Engineering (EMSE), IEEE Computer (IEEE Comp), 



IEEE Software (IEEE SW), IEEE Transactions on Software Engineering (TSE), 

Information and Software Technology (IST), Journal of Systems and Software (JSS), 

Software Maintenance and Evolution (SME), and Software: Practice and Experience 

(SP&E). The conferences were the ACM / IEEE Empirical Software Engineering and 

Metrics (ESEM), the IEEE International Symposium on Empirical Software 

Engineering (ISESE), the IEEE International Symposium on Software Metrics 

(METRICS), and the International Conference on Software Engineering (ICSE). It is 

important to mention that in 2007, ISESE and METRICS merged into ESEM. 

We added a new exclusion criteria to attend our research questions: the paper does not 

present threats to validity nor actions to address them. Furthermore, we used search 

engines for the following venues: ESEM, ICSE, IEEE Comp, IEEE SW, ISESE, IST, 

JSS, METRICS, and TSE. We used search engines in these journals and conferences 

because the number of published papers was too high for a manual review. We created 

the following search string: 

 controlled experiment OR randomized experiment OR randomised experiment 

OR quasi-experiment OR quasi experiment OR formal experiment OR empirical 

study OR empirical evaluation OR empirical analysis. 

This search string was based on terms identified in papers from the SLR of Sjoberg et 

al. (2005). As result, we identified 159 papers published in 9 journals and 4 conferences 

from 2003 and 2011 (see Table 3). By adding the total number of papers identified in 

our SLR (159) to the number of papers identified in Sjoberg’s SLR (47), we obtained a 

total of 206 papers reporting on controlled experiments and threats to validity. 

Table 3. Results of SLR: Jan. 2003 – Dez. 2011. 

Journal/Conference Filter 1 Filter 2 Final Percentage 

EMSE 225 109 42 26.42% 

IST 157 115 26 16.35% 

ESEM 117 77 21 13.21% 

TSE 92 80 20 12.58% 

ISESE 92 67 17 10.69% 

JSS 159 126 15 9.43% 

METRICS 23 17 7 4.40% 

TOSEM 139 35 4 2.52% 

ICSE 48 46 4 2.52% 

SME 195 96 2 1.26% 

SP&E 578 211 1 0.63% 

IEEE Comp 8 6 0 0.00% 

IEEE SW 15 5 0 0.00% 

Total: 1848 990 159 100% 

In the first filter, we read the title and abstract of the papers. If a paper satisfied at least 

one inclusion criterion (see Table 4), the paper was selected. Otherwise, the paper was 

discarded. In the second filter, we read sections of the paper that reported the 

experiment process. In this stage, if a paper satisfied at least one exclusion criterion, the 

paper was discarded. Otherwise, the paper was selected to data extraction.  

We extracted the following data: (a) threats to validity; and (b) actions to address the 

identified threats. As a result, we built a list of threats to validity and control actions. 

Finally, we identified relationships between threats and control actions. All steps were 

reviewed by an independent researcher. We conducted meetings in order to address any 

disagreements. 

 



Table 4. Inclusion and Exclusion Criteria 

Inclusion criteria (a paper must…) Exclusion criteria (a paper should not be…) 

    - Use of at least two treatment 

conditions. 

    - Have subjects or teams as 

experimental units. 

    - Measure performance of a Software 

Engineering task. 

    - Be related to a cause-effect 

investigation, i.e., the use of a treatment 

had to precede the measure of an 

outcome. 

    - Editorials, prefaces, article summaries, interviews, news, 

reviews, correspondence, discussions, comments, reader's 

letters, and summaries of tutorials, workshops, panels, and 

poster sessions. 

    - Correlation studies - studies that are based solely on 

calculations using existing data (e.g., from data mining), and 

evaluations of simulated teams based on data for individuals 

were excluded. 

    - Multiple case studies - studies that use projects or 

companies as treatment groups, in which data is collected at 

several levels (treatment defined, but no experimental unit 

defined). 

    - Papers that, at the outset, would not provide sufficient 

data for our analyses (e.g., summaries of research programs). 

    - Usability experiments, because those are part of another 

discipline (human computer interaction). 

    - Papers that do not describe threats to validity. 

3. Results 

In this section, we present the SLR results. First, we present an overview on the data 

obtained from the SLR. Second, we describe threats to validity and actions to address 

them (RQ1).  

Controlled experiments, as defined in Section 1, are reported in 206 (10.56%) of the 

1951 papers scanned for this SLR, see Table 5. EMSE, ESEM, ISESE and METRICS, 

which focus specifically on empirical software engineering, reported more than half of 

selected papers, 53.40%. In 1993, we did not identify papers which satisfied our 

inclusion criteria. We can observe that in 2010 there was a decrease of publications 

which address our RQs. One potential reason was that several controlled experiments 

published in IST did not report threats to validity (7 papers) or did not use people or 

teams as experimental units (4 papers), see exclusion criteria in Table 4. 

Regarding the validity types described in the controlled experiments (see Table 6), it is 

possible to observe that most papers concerned internal validity. According to Wohlin et 

al. (2012), internal validity has the highest priority. Therefore, researcher should 

prioritize the identification and control of the largest number of threats to internal 

validity possible.  

It is worth mentioning that the classification presented in Table 6 was reported by the 

authors of the respective papers. In 29 papers (row Unknown in Table 6), the authors 

did not classify the threats in any of the four validity types.  

In summary, the SLR identified a total of: 

 36 threats to internal validity and 86 control actions; 

 9 threats to external validity and 23 control actions; 

 10 threats to construct validity and 21 control actions; and 

 8 threats to validity and 19 control actions. 

The references with their respective instances of threats to validity and control actions 

are presented in Appendix A. In the next subsections we present details of the identified 

threats to validity and their respective control actions, organized by the validity types. 

 



Table 5. Number of papers that report threats to validity in controlled experiments. 

 Year  

Journal/Conference 94 95 96 97 98 99 00 01 02 03 04 05 06 07 08 09 10 11 Total 

EMSE 0 0 1 4 5 1 2 2 1 2 3 8 7 4 4 7 2 5 58 

IST 0 0 0 2 1 0 0 3 0 2 6 2 0 1 1 10 1 3 32 

TSE 0 1 0 1 1 0 1 3 1 4 1 3 2 1 4 0 0 5 28 

ESEM - - - - - - - - - - - - - 6 2 2 4 7 21 

JSS 0 0 0 0 0 0 4 1 0 4 1 2 2 1 3 2 0 0 20 

ISESE - - - - - - - - 2 2 2 3 10 - - - - - 19 

METRICS - 0 1 0 0 0 0 3 1 2 5 0 - - - - - - 12 

ICSE 1 0 0 0 1 0 1 1 1 0 0 1 0 0 0 1 1 1 9 

TOSEM 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 4 

SME 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 2 

SP&E 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 

IEEE Comp 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

IEEE SW 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Total 1 1 2 7 8 1 8 13 6 16 18 20 22 15 14 23 9 22 206 

Table 6. Validity Types per Paper 

 Year  

Validity Type 94 95 96 97 98 99 00 01 02 03 04 05 06 07 08 09 10 11 Total 

Internal 1 1 2 6 8 1 8 11 5 13 15 16 16 14 11 20 7 17 172 

External 1 1 2 6 8 1 8 11 5 13 15 15 16 14 10 20 6 18 170 

Construct 0 0 0 1 0 0 1 5 2 8 9 6 9 10 7 19 6 11 94 

Conclusion 0 0 0 0 0 0 1 2 2 6 5 3 5 6 4 14 5 6 59 

Unknown 0 0 0 1 0 0 0 2 1 2 2 4 5 1 3 3 1 4 29 

 

 



3.1. Internal Validity 

In this section, we present threats to internal validity extracted from papers scanned for 

this SLR. In total, 36 threats to internal validity were identified. Furthermore, we 

extracted control actions for each threat. We identified a total of 86 control actions. 

To facilitate the identification of threats to validity and control actions during the 

reading, we defined an identifier for each one. For instance, INT-T03, where: 

 INT is the validity type, in this case internal. Other possibilities for this prefix 

are: EXT (external), COT (construct), and COS (conclusion); 

 T informs that the identifier is related to a threat to validity. In case of a control 

action this letter would be C; 

 03 is a sequential number, in this case informing that the identifier is related to 

the third identified threat to internal validity. 

The first threat to internal validity is INT-T01. This threat occurs during subject 

selection. Generally, subjects have different experience levels. This fact can cause a risk 

for an experiment. Perepletchikov and Ryan (2011) presented concerns in selecting 

subjects with comparable experience. We identified five actions to control this threat 

(see Table 7). 

Table 7. Threat INT-T01 and its control actions. 

Threat description Control action description 

    - INT-T01 – Differences 

among subjects related to 

experience. 

    - INT-C01 – To characterize subjects’ experience through 

questionnaire. 

    - INT-C03 – To assign subjects randomly to groups. 

    - INT-C04 – To characterize subjects' experience through pretest. 

    - INT-C16 – To assign treatments randomly to subjects. 

    - INT-C25 – To group subject according to their experience level. 

The control actions presented in Table 7 may be applied together or individually. 

Actions INT-C01 and INT-C04 aim at getting subject information. These actions were 

applied by Perepletchikov and Ryan (2011) through a user profile questionnaire and a 

pretest task. Thus, researchers can form balanced groups (applying the balancing design 

principle). On the other hand, actions INT-C03 and INT-C16 address the randomization 

design principle. Mouchawrab et al. (2011) state that the subjects were randomly 

selected from different blocks to form groups. Biffl and Halling (2003) also randomly 

assigned subjects to a defect detection approach. Finally, action INT-C25 aims at 

grouping subjects according to experience level (applying the blocking design 

principle). Biffl and Halling (2003) also grouped subjects to one of three student 

populations: students with excellent skills, students with medium skills, and students 

with little skills. 

The second identified threat is INT-T02. The experiment results may be influenced by 

the level of familiarity with the experimental material. Tonella and Ceccato (2005), for 

instance, mention the level of familiarity with Java and JDK. Five control actions were 

identified for this threat (Table 8). 

Actions INT-C39 and INT-C60 aim at establishing a familiarity level among subjects 

with the experimental material. Vokac et al. (2004), for instance, applied a 

familiarization task to all subjects. Knodel et al. (2008) explained all the windows and 

views needed for the experiment. Actions INT-C17 and INT-C69, on the other hand, are 

applied in order to provide familiarity with the experimental material. Lucia et al. 

(2009) organized training before the experiment aiming to give the students acceptable 



familiarity. In the experiment presented by Babar et al. (2007), subjects used the 

material for more than six weeks in order to get familiarity. Finally, action INT-C30 

suggests to use experimental material familiar to all subjects (Berling and Thelin, 2004). 

Table 8. Threat INT-T02 and its control actions. 

Threat description Control action description 

    - INT-T02 – Familiarity 

with experimental material. 

    - INT-C17 – To provide training to improve familiarity with 

experimental material. 

    - INT-C30 – To use familiar experimental material to all subjects. 

    - INT-C39 – To apply pretest in order to level the subjects’ familiarity 

with experimental material. 

    - INT-C60 – To explain the experimental material. 

    - INT-C69 – To establish long time of use experimental material. 

The third identified threat, INT-T03, concerns the influence of learning effects. Subjects 

can acquire knowledge by using the experimental material and applying treatments. 

Briand et al. (2005) state that subjects would remember characteristics of treatments 

from previous experiment runs. Thirteen control actions were identified for this threat, 

see Table 9. 

Table 9. Threat INT-T03 and its control actions. 

Threat description Control action description 

    - INT-T03 – Subject can 

acquire knowledge during 

the experiment. 

    - INT-C09 – To use different material in different runs. 

    - INT-C10 – To establish design that balances learning. 

    - INT-C13 – To establish short execution time. 

    - INT-C19 – To establish order of material use. 

    - INT-C21 – To define criteria for interaction between researcher and 

subjects. 

    - INT-C23 – To allow material access only during the experiment. 

    - INT-C26 – To conduct only one run with one treatment. 

    - INT-C35 – To provide training to mitigate learning. 

    - INT-C41 – To establish task order. 

    - INT-C49 – To apply the treatment right after the training. 

    - INT-C64 – To formulate tasks with short execution times. 

    - INT-C81 – To formulate independent tasks. 

    - INT-C83 – To conduct pilot study to verify learning provided by 

experimental material. 

Actions INT-C41, INT-C64 and INT-C81 aim at mitigating learning provided by the 

designated tasks. If there is a relationship between tasks, for instance, this fact may 

result in the undesired subject learning effect (Canfora et al., 2006). On the other hand, 

actions INT-C09, INT-C19, INT-C23 and INT-C83 aim at minimizing learning 

provided by the experimental material. When subjects use the same experimental 

material in more than one run, their performance may also be affected. For example, 

Mouchawrab et al. (2011) used different experimental material in each runs conducted 

by each group. Similarly, if subjects access experimental material during intervals 

(Mouchawrab et al., 2011), they may improve their knowledge about the experimental 

material content. Actions INT-C26 and INT-C49 aim at controlling learning provided 

by treatments. As well as presented previously, subjects can study the treatment during 

experiment intervals. This fact may bias the experiment.  

Another way to control threat INT-T03 is to reduce the execution time (INT-C13). In 

this case, subjects have little time to obtain knowledge that may influence their 

performance. Sabaliauskaite et al. (2003) stated that in their experiment threat INT-T03 

did not occur because the experiment lasted no longer than 2.5 hours. Action INT-C10 

aims at avoiding learning provided by the experimental design. Wohlin et al. (2012) 



present a list of designs that can be used. The researcher is responsible to choose an 

appropriate design. Action INT-C21 aims at controlling learning provided by the 

researcher. This may occur through interaction between researcher and subjects. 

Subjects can get information which improves their performance. Heijstek et al. (2011) 

interacted with subjects by means of a strict interaction protocol to enable reacting to 

questions or remarks in a uniform way. Finally, action INT-C35 aims at reducing 

learning effects, balancing it with training (Lucia et al., 2009). 

Table 10 presents the threat INT-T04 and its control actions. If the experimental 

material is different for subject, results may be biased. Ras and Rech (2009) mentioned 

differences in experimental material as a relevant risk in controlled experiments. We 

extracted six control actions for this threat. 

Table 10. Threat INT-T04 and its control actions. 

Threat description Control action description 

    - INT-T04 – Differences 

among the experimental 

material. 

    - INT-C02 – To use the same experimental material for all subjects. 

    - INT-C11 – To formulate experimental material as equivalent as 

possible. 

    - INT-C15 – To review experimental material (different people, if 

possible). 

    - INT-C24 – To conduct pilot study in order to evaluate experimental 

material. 

    - INT-C65 – To select experts to formulate experimental material. 

    - INT-C71 – To select experimental material used in previous studies. 

Action INT-C02 suggests that all subjects use same experimental material. Therefore, 

any bias provided by experimental material would be the same for all subjects. In the 

experiment presented by Lucia et al. (2011), subjects used the same experimental 

material. If it is necessary formulate different experimental material, action INT-C11 

proposes to minimize the differences. In this context, Bernardez et al. (2004) prepared 

the experimental material thoroughly with a single difference. Furthermore, 

experimental material must be reviewed (INT-C15) and formulated by experts (INT-

C65). Deligiannis et al. (2004) had the experimental material reviewed by two 

independent professionals. It is desirable also to conduct a pilot study to evaluate 

experimental material (INT-C24), as done by Land et al. (2005). Finally, action INT-

C71 suggests using experimental material from previous studies. This suggestion 

considers that previous studies had already evaluated and validated experimental 

material. Petersen et al. (2008) state that experimental material used in several former 

experiments is thoroughly tested. 

Trouble around precision of data collection is the concern of threat INT-T05. Data may 

not be precise if subjects are responsible to collect them. An example is the experiment 

described by Biffl and Halling (2003) where subjects take all their notes on paper. We 

identified five control actions for this threat (see Table 11). 

Table 11. Threat INT-T05 and its control actions. 

Threat description Control action description 

    - INT-T05 – Precision of 

collected data. 

    - INT-C38 – To use a tool for data collection. 

    - INT-C44 – To reward subject’s performance. 

    - INT-C50 – To confront data collected manually and automatically, 

discarding data in case of inconsistencies. 

    - INT-C70 – To ask subjects to be precise in data collection. 

    - INT-C75 – To confront data collected by subjects and observers, 

discarding data in case of inconsistencies. 



Action INT-C38 suggests the use of a tool to support data collection, as used by 

Abrahão et al. (2003). By using tool support, the precision on data collection may be 

improved. Researcher can also offer a reward for subject’s performance (INT-C44). 

Bandi et al. (2003), for instance, rewarded subjects on the correctness of their answers. 

Being rewarded subjects may conduct data collection more carefully. Actions INT-C50 

and INT-C75 aim at analyzing consistency of collected data based on two different 

perspectives. If there are inconsistencies, data should be discarded. In the experiment 

conducted by Biffl and Halling (2003), supervisors checked data collected from subjects 

and from a tool. Finally, action INT-C70 suggests that researchers explicitly ask 

subjects to be as precise as possible on the data of interest (Conte et al., 2007).  

Threat INT-T06, as INT-T01, regards subject selection. The level of subject’s ability 

has variation. Besides worrying about experience, Perepletchikov and Ryan (2011) 

selected subjects with comparable ability. We identified seven actions to control this 

threat (see Table 12). 

Table 12. Threat INT-T06 and its control actions. 

Threat description Control action description 

    - INT-T06 – Differences 

among subjects related to 

ability. 

    - INT-C03 – To assign subjects to groups randomly. 

    - INT-C07 – To characterize subjects’ ability through questionnaire. 

    - INT-C08 – To group subjects according to their ability level. 

    - INT-C16 – To assign subjects to treatments randomly. 

    - INT-C27 – To select subjects based on historical data. 

    - INT-C33 – To characterize subjects’ ability through pretest. 

    - INT-C37 – To provide training to level subjects’ ability. 

Actions INT-C07, INT-C27 and INT-C33 aim at obtaining subject information to form 

balanced groups (balancing design principle). Actions INT-C07 and INT-C33 were 

applied by Perepletchikov and Ryan (2011) through a User Profile questionnaire and a 

pretest task. Actions INT-C03 and INT-C16 are related to applying the randomization 

principle. Mouchawrab et al. (2011) state that subjects were randomly selected from 

different blocks to form groups. Biffl and Halling (2003) randomly assigned subjects to 

a defect detection approach. Action INT-C08 aims at grouping subjects according to 

ability level (blocking design principle). Lucia et al. (2011) classified the subjects as 

having low and high ability. Finally, action INT-C37 aims at establishing a balance 

between subjects through training, as done by Briand et al. (2011). 

Threat INT-T07 and its actions are presented in Table 13. This threat occurs if subjects 

drop out of the experiment (El-Attar and Miller, 2009). Four control actions were 

identified. 

Table 13. Threat INT-T07 and its control actions. 

Threat description Control action description 

    - INT-T07 – Subjects 

may drop out of the 

experiment. 

    - INT-C05 – To assign subjects to groups at the day of the experiment. 

    - INT-C13 – To establish short execution time. 

    - INT-C14 – To discard incomplete or incorrect data. 

    - INT-C45 – To select volunteer subjects. 

    - INT-C58 – To reward subjects’ participation. 

Action INT-C05 aims at forming groups on the day of the experiment. In this way, if 

any subject drops out of the experiment, groups will not be harmed. Pfahl et al. (2003), 

for instance, assigned groups only on the second day of the experiment, i.e., directly 

before the treatment. Action INT-C45 suggests the selection of volunteer subjects. El-

Attar and Miller (2009) selected volunteer subjects in order to avoid mortality. The 

authors consider that volunteer subjects hardly abandon experiments. Action INT-C13 



aims at establishing a short execution time. Thus, the possibility of subjects’ dropping 

out is reduced. Thelin et al. (2001) handled this threat applying the experiment during 

3h. It is also possible to discard incomplete or incorrect data (INT-C14), as done by 

Andersson et al. (2003). Finally, researcher can reward subjects’ participation in the 

experiment (INT-C58). Thelin et al. (2003) gave grade in a course to reward subject 

participation. 

Table 14 presents threat INT-T08, related to subject communication during the 

experiment. The exchange of information during the experiment may affect subjects’ 

performance, as mentioned by Lucia et al. (2011). We identified five control actions for 

this threat. 

Table 14. Threat INT-T08 and its control actions. 

Threat description Control action description 

    - INT-T08 – Subjects 

communication during the 

experiment. 

    - INT-C44 – To reward subjects’ performance. 

    - INT-C54 – To distribute subjects with enough space between them. 

    - INT-C56 – To introduce an observer in the experimental environment. 

    - INT-C66 – To ask subjects to not communicate during the experiment. 

    - INT-C67 – Not allowing sharing experimental material during the 

experiment. 

    - INT-C85 – To discard data of subjects who communicated. 

Huang and Holcombe (2009) introduced a competition scheme in the experiment to 

avoid sharing. They informed that the top three teams would receive prizes and that the 

best team would get the opportunity of joining a contest at IBM. These actions can be 

seen as rewarding the subjects’ performance (INT-C44). By distributing subjects with 

enough space between then (INT-C54), researchers minimize chances of information 

sharing. Land et al. (2005) used a large room with sufficient physical space between 

subjects. Another action to control threat INT-T08 is introducing an observer in the 

experimental environment (INT-C56), as done by Lucia et al. (2011). Gupta and Jalote 

(2007) asked subjects to not communicate during the experiment (INT-C66) and did not 

allow sharing experimental material (INT-C67). Finally, action INT-C85 suggests 

discarding data if subjects communicate potentially affecting their performance, as done 

by Briand et al. (2005). 

Threat INT-T09 regards lack of motivation (Thelin et al., 2003). For this threat, we 

identified seven control actions (see Table 15). 

Table 15. Threat INT-T09 and its control actions. 

Threat description Control action description 

    - INT-T09 – Lack of 

motivation. 

    - INT-C06 – To participate is a mandatory part of a course. 

    - INT-C32 – To select benefic activities. 

    - INT-C44 – To reward subjects’ performance. 

    - INT-C45 – To select volunteer subjects. 

    - INT-C46 – To select subjects from a real context. 

    - INT-C55 – To inform subjects that future activity may be similar. 

    - INT-C79 – To inform subjects that treatment may be benefic. 

Action INT-C06 regards subjects’ mandatory participation in the experiment (Thelin et 

al., 2004b) (e.g., so that subjects will able to finish a course). Another control action for 

this threat is rewarding subjects’ performance (INT-C44) Bandi et al. (2003). 

Researchers can also select volunteer subjects (INT-C45). Cornelissen et al. (2011) 

assumed that volunteer subjects are properly motivated, since agreeing to participate 

usually means that they are motivated. Furthermore, another control action is selecting 

subjects from a real context (INT-C46). In this case, researcher can inform subjects that 



the technology under evaluation may support their activities (Carver et al., 2008). 

Finally, actions INT-C32, INT-C55 and INT-C79 are related to procedures that may be 

useful to subjects in the future. Abrahão et al. (2003) motivated subjects by explaining 

to them that similar approaches could be useful for their projects. 

Table 16 presents threat INT-T10. This threat arises when experimental material is 

inconsistent, ambiguous, incorrect, or incomplete. Arisholm et al. (2007), for instance, 

mentioned model misspecification as a threat. Five control actions were identified for 

this threat. 

Table 16. Threat INT-T10 and its control actions. 

Threat description Control action description 

    - INT-T10 – Specification 

problems of experimental 

material. 

    - INT-C15 – To review experimental material (different people, if 

possible). 

    - INT-C24 – To conduct a pilot study to evaluate experimental 

material. 

    - INT-C43 – To search for experimental material in literature. 

    - INT-C65 – To select experts to formulate experimental material. 

    - INT-C71 – To select experimental material used in previous 

studies. 

Actions INT-C43 and INT-C71 suggest that experimental material may be retrieved 

from literature or be the same used in previous studies. Petersen et al. (2008) used 

already evaluated and validated experimental materials from a former experiment. 

Experimental material should also be reviewed by different people (INT-C15), as done 

by Ferrari and Madhavji (2008). Furthermore, it is recommended that experimental 

material should be formulated by experts (INT-C65). The experimental material used by 

El-Attar and Miller (2009), for instance, was formulated by different professionals. 

Finally, action INT-C24 suggests that experimental material should be evaluated 

through a pilot study (Land et al., 2005).  

We did not identify control actions for threat “Different experimental environment” 

(INT-T11) (Knodel et al., 2008). This threat occurs when subjects are assigned to 

different experimental environments, where facts that happen in the environment may 

affect the results. 

Threat INT-T12 is presented in Table 17. If the experiment is too long, fatigue effects 

can affect subjects. This threat is mentioned by Mouchawrab et al. (2011). Nine control 

actions were identified for this threat. 

Table 17. Threat INT-T12 and its control actions. 

Threat description Control action description 

    - INT-T12 – Fatigue 

effects can influence 

subjects’ performance. 

    - INT-C13 – To establish a short execution time. 

    - INT-C22 – To use different experimental material in more than one run. 

    - INT-C28 – To allow breaks between runs. 

    - INT-C31 – To conduct runs in consecutive days. 

    - INT-C45 – To select volunteer subjects. 

    - INT-C52 – To establish interaction with subjects. 

    - INT-C64 – To formulate short tasks. 

    - INT-C78 – To allow subjects to choose the experiment execution day. 

    - INT-C82 – To conduct a pilot study in order to verify whether the 

execution time causes fatigue. 

Action INT-C45 suggests that subjects selected should be volunteers. These subjects 

will be motivated to participate in the experiment (El-Attar and Miller, 2009). Actions 

INT-C13 and INT-C64 aim at establishing short execution times for the experiment 



runs. Canfora et al. (2007) conducted a short execution time experiment to avoid 

subjects’ fatigue. Researchers can also interact with subjects (INT-C52) (Hayes and 

Offutt, 2006). As well as lectures, since without interaction experiments can become 

boring. If the experiment has more than one run, it is suggested that the experimental 

material should be different (INT-C22), as done by Mouchawrab et al. (2011). The 

researcher can also allow breaks during the experiment (INT-C28) or conduct runs in 

consecutive days (INT-C31). Briand et al. (2005) allowed breaks between runs. In 

addition, researchers can allow subjects to choose the experiment execution date (INT-

C78) (Berling and Thelin, 2004) providing convenience. Finally, action INT-C82 

suggests conducting a pilot study to check whether execution time causes fatigue, as 

done by Mendonça and Oliveira (2006). 

Table 18 presents threat INT-T13, which may occurs if an experiment has breaks. 

During those breaks, everyday facts may happen and affect subjects’ performance 

(Berling and Thelin, 2004). We identified two control actions for this threat. 

Table 18. Threat INT-T13 and its control actions. 

Threat description Control action description 

    - INT-T13 – Historical facts may 

change subjects’ performance during 

experiments with long breaks. 

    - INT-C13 – To establish a short execution time. 

    - INT-C26 – To conduct only one run with one treatment. 

Action INT-C13 suggests that the researcher should establish a short execution time, as 

done by Thelin et al. (2001), so that the subjects would not need any breaks. Thelin et 

al. (2001) also conducted only one run (INT-C26), avoiding undesired historical facts to 

occur. 

Table 19 presents threat INT-T14, which occurs when subjects exchange information 

during breaks (not during experiment execution, as in threat INT-T08). Mouchawrab et 

al. (2011) mentioned diffusion or imitation of treatments as threats to internal validity. 

For this threat we identified two control actions. 

Table 19. Threat INT-T14 and its control actions. 

Threat description Control action description 

    - INT-T14 – Communication 

between subjects during breaks. 

    - INT-C23 – To allow access to experimental material only during 

experiment. 

    - INT-C29 – To ask subjects to not communicate during breaks. 

Action INT-C23 suggests that experimental material should be available to subjects 

only during the experiment (Mouchawrab et al., 2011), avoiding information exchange. 

Finally, action INT-C29 suggests researcher to ask subjects to not communicate during 

breaks (Robillard and Murphy, 2007), so that information about treatments and the use 

of experimental material will not be shared. 

Threat INT-T15 is presented in Table 20. Trainings may be unbalanced: differences 

among training material, duration, and explanations can affect subjects’ understanding 

(Hochstein et al., 2008). We identified only one control action for this threat.  

Table 20. Threat INT-T15 and its control action. 

Threat description Control action description 

    - INT-T15 – Unbalanced training.     - INT-C57 – To establish procedures for consistent training. 

By establishing training procedures (INT-C57), information provided to subjects is 

more likely to be consistent and balanced. Conte et al. (2007), for instance, prepared 

equivalent training courses. 



Subjects’ language being different from the language of the experimental material (INT-

T16) also represents a potential threat (Genero et al., 2007). For this threat, we 

identified three control actions (see Table 21). 

Table 21. Threat INT-T16 and its control actions. 

Threat description Control action description 

    - INT-T16 – Subjects’ 

language different from 

language of experimental 

material. 

    - INT-C36 – To use a translation support. 

    - INT-C51 – To apply pretest in order to verify subjects’ knowledge in 

the language of the experimental material. 

    - INT-C74 – To select subjects familiar with the experimental material 

language. 

Action INT-C36 suggests the researcher to allow the use of some support. Sandahl et al. 

(1998), for instance, allowed subjects to use a dictionary. Action INT-C51 aims at 

obtaining information about subject’s knowledge, as done by Dag et al. (2006), 

providing useful information to decide whether subjects are able participate in the 

experiment. Finally, action INT-C74 suggests that researcher select subjects familiar 

with the experimental material language (Qattous et al., 2010). 

We did not identify any control actions for threat “Subjects selection based on 

historical data” (INT-T17) and “Pretest application can change subject’s 

performance” (INT-T18). The first one occurs when a researcher select subjects based 

on historical data (Mouchawrab et al., 2011). In this case, researcher may cause bias if 

select people with better results. The second one occurs when a pretest activity 

influences experiment execution (Jansen et al., 2009), with subjects getting information 

that may affect their performance. 

Table 22 presents threat INT-T19, which may occur when researcher conduct an 

experiment replication. If the original experimental package is changed, those changes 

may influence the treatment results. Maldonado et al. (2006), for instance, made some 

changes in the experimental procedures during their replication. We identified only one 

control action for this threat. 

Table 22. Threat INT-T19 and its control action. 

Threat description Control action description 

    - INT-T19 – Changing original 

experimental package, in case of replication. 

    - INT-C47 – To conduct a pilot study to understand 

experimental package. 

Action INT-C47 suggests researchers to conduct a pilot study to understand the 

experimental package (Maldonado et al., 2006), getting a clearer picture of potential 

impacts caused by changes. Using pilot studies, researchers can check which changes 

can safely performed without major implications. 

Table 23 presents threat INT-T20, which may happen when an experiment has limited 

time to accomplish tasks (Mouchawrab et al., 2011). In this situation, subject may 

perform tasks fast in order to attend the fixed established execution time. Therefore, 

tasks may become error prone. We identified two control actions for threat INT-T20. 

Table 23. Threat INT-T20 and its control actions. 

Threat description Control action description 

    - INT-T20 – Establish time to 

experiment execution. 

    - INT-C61 – To conduct a pilot study to check if experiment has 

enough execution time. 

    - INT-C63 – To establish the same execution time to all subjects. 



Action INT-C61 aims at conducting a pilot study in order to assess adequacy of the 

established time (Cornelissen et al., 2011), so that the researcher can evaluate if he 

should adjust the execution time or even the provided tasks. Action INT-C63 suggests 

that all subjects should have the same experiment execution time. Therefore, the time 

effect on the results would be equivalent to each subject (Knodel et al., 2008). 

Threat INT-T21 occurs when experimental tasks, which subjects have to perform, are 

different (Deligiannis et al., 2004). In this scenario, treatment results may be affected by 

differences among tasks. For this threat, we identified four control actions (see Table 

24). 

Table 24. Threat INT-T21 and its control actions. 

Threat description Control action description 

    - INT-T21 – Differences 

among experimental tasks. 

    - INT-C12 – To formulate tasks as equivalent as possible. 

    - INT-C53 – To use the same tasks for all subjects. 

    - INT-C62 – To conduct a pilot study to assess tasks adequacy. 

    - INT-C77 – To formulate tasks based on literature. 

Action INT-C12 suggests that tasks should be as equivalent as possible. Bunse (2006), 

for instance, ensured that the tasks are highly similar. It is also possible to use the same 

experimental tasks for all subjects (INT-C53) (Lucia et al., 2011), when appropriate. In 

addition, action INT-C62 aims at conducting a pilot study in order to assess the 

adequacy of different tasks, as done by Perepletchikov and Ryan (2011). Finally, Wettel 

et al. (2011) formulated tasks based on literature (INT-C77), improving task reliability. 

Threats INT-T22, INT-T23, INT-T24 and INT-T26 have only one control action each 

(see Table 25). The first one occurs when a group gives its best to show that a certain 

treatment is competitive (Thelin et al., 2003). Thus, results may present bias, because 

subjects did not behave naturally. We identified action INT-C34 to address threat INT-

T22. This action suggests that researcher informs that all subjects will use the same 

treatments, as mentioned by Thelin et al. (2003). 

Table 25. Threats INT-T22, INT-T23, INT-T24, INT-T26 and their control actions. 

Threat description Control action description 

    - INT-T22 – Competition between 

groups. 

    - INT-C34 – To inform that all subjects will use the 

same treatments. 

    - INT-T23 – Subjects may have 

performed similar studies previously. 

    - INT-C18 – To select subjects without previous 

experience. 

    - INT-T24 – Presentation order of 

experimental material to subjects. 

    - INT-C20 – To establish presentation order of 

experimental material. 

    - INT-T26 – Training may be insufficient.     - INT-C48 – To allow subjects ask questions. 

If subjects had performed similar studies previously (INT-T23), there is a threat for the 

experiment (Canfora et al., 2007), since experience might improve subjects’ 

performance. We identified action INT-C18 to control threat INT-T23. This action 

suggests that researcher get information about subjects’ experience in experiments 

(Abrahão et al., 2003). 

Threat INT-T24 arises when presentation order of experimental material may affect 

subjects’ performance, as mentioned by Ras and Rech (2009). We identified action 

INT-C20 to control this threat, by establishing the presentation order of the 

experimental material (Ras and Rech, 2009). 

Table 25 also presented threat INT-T26. This threat occurs when training does not 

provide all necessary information about a treatment (Budgen et al., 2011). Then, 

experiment execution may be affected. For this threat, we identified only one control 



action (INT-C48). This control action allows subjects to ask questions (Staron et al., 

2006). Thus, subjects can clarify any doubts about the experiment execution. 

Table 26 presents threat INT-T25, which happens if subjects do not follow the process 

correctly (as described in the experiment planning), potentially harming experiment 

results. Biffl and Halling (2003) identified this threat in their experiment. We extracted 

four control actions for this threat. 

Table 26. Threat INT-T25 and its control actions. 

Threat description Control action description 

    - INT-T25 – Lack of 

conformity with process 

to be followed. 

    - INT-C56 – To introduce observers in the experimental environment. 

    - INT-C59 – To establish guidelines to support subjects. 

    - INT-C68 – To provide training on experiment execution conformity. 

    - INT-C86 – To discard data from subjects who did not follow the process. 

Action INT-C56 suggests introducing researchers in the experimental environment. 

Researchers should interfere if they observe any shortcomings. Biffl and Halling (2003) 

applied this action to ensure process adherence. It is also possible to establish guidelines 

(INT-C59) in order to avoid subjects from deviating from the process. Muller (2004) 

enforced the process rigorously and left the subjects no possibility for variation. In 

addition, subjects can receive training in order to provide conformity (INT-C68) 

(Itkonen et al., 2007). Finally, action INT-C86 aims at discarding data from subjects 

who presented unconformity (Arisholm et al., 2006). 

We did not identify any control actions for threat “Reward for participation, not for 

performance” (INT-T27) (Thelin et al., 2004b). By establishing rewards not related to 

performance, subjects may not act in serious and correct ways. Consequently, results 

may not represent the real subjects’ performance. 

Table 27 presents threat INT-T28, related to subjects that do not have enough technical 

skills to perform the experiment. This was stated as a major threat in the experiment 

conducted by Ahmed et al. (2005). We identified three control actions for this threat. 

Table 27. Threat INT-T28 and its control actions. 

Threat description Control action description 

    - INT-T28 – Technical factors 

may cause difficulties for subjects. 

    - INT-C40 – To discard data of subjects with technical problems. 

    - INT-C42 – To select experienced subjects. 

    - INT-C48 – To allow subjects ask questions. 

Action INT-C40 suggests that data from subjects who faced technical problems should 

be discarded. Erdogmus et al. (2005) excluded data from subjects who did not provide 

reasonable answers. To avoid this threat, researcher can also select experienced subjects 

(INT-C42), as done by Svahnberg and Wohlin (2005). Furthermore, Cornelissen et al. 

(2011) allowed subjects to ask questions to address any doubts (INT-C48). 

Threats INT-T29, INT-T33, and INT-T36 are presented in Table 28. The first one 

occurs when subjects are trained by different people. Thus, the training may provide 

different information to each group (Muller, 2004). For this threat, we identified only 

one control action, establishing procedures to conduct training (INT-C57) to assure the 

information transmitted to subjects is consistent. Conte et al. (2007) prepared equivalent 

training courses.  

Threat INT-T33 may happen if subjects perform offline experiments (e.g., at home), 

allowing them to use others information sources to perform experimental tasks 



(Chatterji et al., 2011). The identified control action was INT-C76, avoiding that 

subjects consult the internet, as done by Chatterji et al. (2011). 

Table 28 also presents threat INT-T36, which arises when tasks are not adequate to be 

executed in the experiment (Knodel et al., 2008). We also identified only one action for 

this threat. Action INT-C62 aims at conducting a pilot study in order to assess the 

adequacy of the tasks and their influence on the experiment results (Knodel et al., 

2008). 

Table 28. Threats INT-T29, INT-T33, INT-T36 and their control actions. 

Threat description Control action description 

    - INT-T29 – Different people training 

subjects. 

    - INT-C57 – To establish procedures for consistent 

training. 

    - INT-T33 – Subjects can look for 

answer elsewhere. 

    - INT-C76 – Not allowing internet access. 

    - INT-T36 – Tasks adequacy to be 

performed in the experiment. 

    - INT-C62 – To conduct a pilot study to assess tasks 

adequacy. 

We did not identify any control action for threat “Differences among subjects related to 

gender” (INT-T30) (Salleh et al., 2010). This threat occurs when subject gender may 

cause bias to the experiment. 

Threat INT-T31 is presented in Table 29. This threat occurs when researchers 

unconsciously (or consciously) influence training. Thus, training to a group can be 

better than to another (Muller, 2005). We identified three control actions for this threat. 

Table 29. Threat INT-T31 and its control actions. 

Threat description Control action description 

    - INT-T31 – Training 

conducted by only one person. 

    - INT-C57 – To establish procedures for consistent training. 

    - INT-C84 – To provide training with different instructors. 

Action INT-C57 can be applied to threat INT-T31 with the same purpose as to threat 

INT-T15. Furthermore, action INT-C84 suggests training to be provided by more than 

one instructor (Muller, 2005). Thus, the influence of the researcher on different groups 

is minimized. 

Threat INT-T32 is presented in Table 30. This threat occurs when subjects do not finish 

the experimental tasks (Cornelissen et al., 2011) and when procedures for experiment 

execution are not followed. For this threat, we identified two control actions. 

Table 30. Threat INT-T32 and its control actions. 

Threat description Control action description 

    - INT-T32 – Incomplete or 

incorrect data collection. 

    - INT-C14 – To discard incomplete or incorrect data. 

    - INT-C80 – To provide examples on how to fill out the data 

collection form. 

Action INT-C14 suggests that incomplete or incorrect data should be discarded 

(Andersson et al., 2003). Thus, researcher avoid that this data influences the outcome. 

Action INT-C80 aims at explaining how to fill out the data collection forms (Canfora et 

al., 2006). Thus, subjects can clarify any doubts about using the experimental material. 

We did not identify control actions for threat “Only part of the subjects receive reward” 

(INT-T34). Muller and Hofer (2007) mentioned this threat. Professionals might receive 

reward to participate in the experiment. Students, on the other hand, may participate in 

the experiment because it is a mandatory part of a course. 



Threat INT-T35 is presented in Table 31. This threat occurs when subjects’ personality 

influences the experiment (Salleh et al., 2009). For this threat, we identified two control 

actions. 

Table 31. Threat INT-T35 and their control actions. 

Threat description Control action description 

    - INT-T35 – Differences 

among subjects related to 

personality. 

    - INT-C72 – To group subject according to personality profiles. 

    - INT-C73 – To characterize subjects’ personality through 

questionnaire. 

Action INT-C72 aims at grouping subjects according to their personality profiles 

(blocking design principle) (Salleh et al., 2009). Action INT-C73 aims at getting 

information about subjects in order to form balanced groups (balancing design 

principle), as done by Salleh et al. (2009).  

3.2. External Validity 

In this section, we present threats to external validity identified through the SLR. At all, 

9 external validity threats and 23 control actions were identified. 

The first threat to external validity, EXT-T01, occurs when an experimental sample of 

subjects does not represent the intended population (e.g., in terms of knowledge, 

experience, ability, or size). Lucia et al. (2011) identified this threat in their experiment. 

We extracted six control actions for this threat (see Table 32). 

Table 32. Threat EXT-T01 and its control actions. 

Threat description Control action description 

    - EXT-T01 – Subjects’ 

representativeness. 

    - EXT-C01 – To select subjects from the real context. 

    - EXT-C02 – To select subjects with similar knowledge of people from 

the real context. 

    - EXT-C03 – To select subjects who will start career in the real context. 

    - EXT-C04 – To select subjects with experience in the real context. 

    - EXT-C13 – To provide training to all subjects. 

    - EXT-C21 – To select heterogeneous subjects. 

Actions EXT-C01, EXT-C02, EXT-C03, and EXT-C04 suggest that researcher select 

subjects who have some experience in the real context: (1) subjects involved in the real 

context (Dzidek et al., 2008); (2) subjects who already were involved in the real context 

(Damian et al., 2008); and (3) subjects with similar knowledge of people that take part 

in the real context (Lucia et al., 2011). Action EXT-C21 aims at selecting subjects with 

different knowledge levels. Arisholm and Sjoberg (2004), for instance, used 

professionals and students as subjects. Finally, action EXT-C13 aims at providing 

training to the subjects, so that they can get similar characteristics of people who are 

involved in the real context (Mouchawrab et al., 2011). 

The second threat to external validity, EXT-T02 is presented in Table 33. This threat 

occurs when artifacts from the experimental context are poor representatives for real 

artifacts in terms of size and complexity, as presented by Perepletchikov and Ryan 

(2011). Five control actions were identified.  

Action EXT-C14 suggests artifacts to be selected from literature (Mouchawrab et al., 

2011). Artifacts presented in literature may be validated and representative. Researcher 

can also select artifacts from the real context (EXT-C06), as done by Biffl and Halling 

(2003). In addition, action EXT-C08 suggests identifying artifacts commonly used in 

the real context (Mouchawrab et al., 2011) to improve representativeness. Researcher 

can also formulate artifacts based on the real context (EXT-C09), as presented by 



Lanubile et al. (2004). Finally, experts can check artifacts representativeness (EXT-

C23) (Land et al., 2005). 

Table 33. Threat EXT-T02 and its control actions. 

Threat description Control action description 

    - EXT-T02 – Artifacts 

representativeness. 

    - EXT-C06 – To select artifacts from the real context. 

    - EXT-C08 – To select artifacts commonly used in the real context. 

    - EXT-C09 – To formulate artifacts based on the real context. 

    - EXT-C14 – To use artifacts from literature. 

    - EXT-C23 – To send the artifacts to be analyzed by experts. 

Threat EXT-T03 is presented is Table 34. This threat occurs when the domain of 

artifacts does not represent the domain of the real experiment context (Vokac et al., 

2004). We identified only one action to address this threat. 

Table 34. Threat EXT-T03 and its control action. 

Threat description Control action description 

    - EXT-T03 – Artifacts domain 

representativeness. 

    - EXT-C15 – To use artifacts from different domains. 

Action EXT-C15 aims at using artifacts from different domains (e.g., in replications) 

(Vokac et al., 2004) to increase representativeness. 

Table 35 presents threat EXT-T04, which occurs when the process used in the 

experiment does not represent the process in the real context (Biffl and Halling, 2003). 

For this threat, we identified three control actions. 

Table 35. Threat EXT-T04 and its control actions. 

Threat description Control action description 

    - EXT-T04 – Process 

representativeness. 

    - EXT-C07 – To select similar process to that used in the real context. 

    - EXT-C10 – To use process described in literature. 

    - EXT-C22 – To explain activities performed previously. 

Action EXT-C07 suggests that the process used in the experiment should be similar to 

that used in the real context (Biffl and Halling, 2003). If it is necessary to use only part 

of the process, previous activities should be explained to subjects (EXT-C22), as done 

by Hovsepyan et al. (2011). Finally, action EXT-C10 suggests to select the process to 

be used in the experiment from literature (Vitharana and Ramamurthy, 2003), which, 

especially if used in previous studies, may be representative of the real context. 

Threat EXT-T05 occurs when experimental tasks do not properly represent tasks of the 

real context (Lucia et al., 2011). For this threat, we identified two control actions (see 

Table 36). 

Table 36. Threat EXT-T05 and its control actions. 

Threat description Control action description 

    - EXT-T05 – Task 

representativeness. 

    - EXT-C16 – To select tasks that may occur in the real context, 

according to literature. 

    - EXT-C17 – To select tasks from the real context. 

Action EXT-C16 suggests that researcher should get information on tasks which usually 

are part of the real context. Lucia et al. (2011), for instance, stated that in their 

experiment the tasks were realistic enough. Another possibility, action EXT-C17, is 

selecting tasks directly from the real context (Dzidek et al., 2008). 



Table 37 presents threat EXT-T06. This threat occurs when treatments applied do not 

properly represent treatments commonly used in the real context (Muller, 2005). We 

identified two control actions for this threat. 

Table 37. Threat EXT-T06 and its control actions. 

Threat description Control action description 

    - EXT-T06 – Treatment 

representativeness. 

    - EXT-C05 – To select treatment usually applied in the real context. 

    - EXT-C18 – To use different treatments from those used in previous 

studies, in case of replications. 

The researcher should use different treatments to those used in previous studies, in case 

of a replication (EXT-C18) to increase representativeness, because this way a higher 

number of treatments would be compared (Anda and Sjoberg, 2005). In addition, 

researchers may identify treatments commonly used in the real context (EXT-C05), as 

done by Sinha and Smidts (2006). 

Threat EXT-T07 is presented in Table 38. This threat is specifically related to 

experiments in which it is necessary seed faults in artifacts (e.g., inspection 

experiments, as presented by Mouchawrab et al., 2011). In these experiments, the 

seeded faults may not be representative. As control action for this threat we identified 

EXT-C12, concerning selecting fault types from literature, which may allow to 

represent the real context more accurately. Ruthruff et al. (2006) used this control action 

in their experiment. 

Table 38. Threats EXT-T07 and EXT-T09 and their control actions. 

Threat description Control action description 

    - EXT-T07 – Faults representativeness.     - EXT-C12 – To select faults from literature. 

    - EXT-T09 – Requirements 

representativeness. 

    - EXT-C19 – To use requirements from previous studies. 

Table 38 also presents threat EXT-T09, which occurs when a requirement document is 

used as experimental artifact. The requirement document may not be representative 

(Dag et al., 2006). For this threat, we identified action EXT-C19 concerning using 

requirement documents from previous studies (Dag et al., 2006).  

Threat EXT-T08 is presented in Table 39. When experimental environment does not 

satisfy the environment of real context, this threat may arise (Mouchawrab et al., 2011). 

We identified two control actions for threat EXT-T08. 

Table 39. Threat EXT-T08 and its control actions. 

Threat description Control action description 

    - EXT-T08 – Experimental 

environment representativeness. 

    - EXT-C11 – To set an environment as real as possible. 

    - EXT-C20 – To conduct the experiment in the environment of the 

real context. 

Action EXT-C20 suggests that the experiment should be conducted in the environment 

of the real context (Dzidek et al., 2008). As an alternative, researcher may set up an 

environment based on the real environment (EXT-C11), as done by Ferrari and 

Madhavji (2008).  

3.3. Construct Validity 

In this section, we present the threats to construct validity identified in the SLR. We 

extracted 10 threats to construct validity and 21 control actions. 



The first threat to construct validity is COT-T01, which happens when a treatment does 

not well represent the cause. Prechelt (2011) mentioned lack of support to use a 

treatment as a threat to their experiment. We identified only one control action for this 

threat (see Table 40). Action COT-C20 suggests using treatments described in literature 

(Arisholm and Sjoberg, 2004).  

Table 40. Threat COT-T01 and its control action. 

Threat description Control action description 

    - COT-T01 – Treatment does not 

represent the cause. 

    - COT-C20 – To use treatment from literature. 

The second threat is COT-T02 (see Table 41). This threat occurs when the metrics do 

not well represent the effect. Lucia et al. (2011) identified this threat. For this threat, we 

extracted three control actions. 

Table 41. Threat COT-T02 and its control actions. 

Threat description Control action description 

    - COT-T02 – Metrics 

do not represent the effect. 

    - COT-C01 – To use metrics applied in previous studies. 

    - COT-C02 – To use metrics described in literature. 

    - COT-C03 – To use several metrics. 

Actions COT-C01 and COT-C02 suggests metrics to be selected from previous studies 

(Lucia et al., 2011) or from literature (Ruthruff et al., 2006). These metrics are well 

defined and, generally, already validated trough experiments. Another possible 

approach is to use several metrics to check the effect of results (COT-C03), as done by 

Damian et al. (2008). 

Threat COT-T03 is presented in Table 42. This threat arises when subjects use more 

than one treatment in the experiment. In these situations, the first treatment used can 

influence subjects’ performance in subsequent treatments, as mentioned by Sfetsos et al. 

(2009). For this threat, we identified four control actions. 

Table 42. Threat COT-T03 and its control actions. 

Threat description Control action description 

    - COT-T03 – Treatment 

interaction. 

    - COT-C07 – To establish breaks between treatment applications. 

    - COT-C15 – To assign only one treatment to each subject. 

    - COT-C17 – To establish the order of treatment application. 

    - COT-C18 – To use treatments that do not influence each other. 

Action COT-C07 suggests that researcher provide a break between treatment 

applications, as done by Briand et al. (2005), avoiding one treatment to affect the 

following. This threat may also be addressed by assigning only one treatment to each 

subject (COT-C15) (Sfetsos et al., 2009). Action COT-C17 aims at establishing the 

order of treatment application (Canfora et al., 2006), assuring that treatments which 

cause less influence on others are applied first. Of course, if possible, the ideal case 

would be using treatments that do not cause influence each other (COT-C18) (Denger 

and Kolb, 2006). 

Table 43 presents threat COT-T04. This threat concerns subjects having their 

performance affected when observed by other people. Carver et al. (2008) identified this 

threat. Four control actions addressing it were identified. 

Action COT-C08 suggests to observe all subjects. Ferrari and Madhavji (2008) stated 

that, if this causes any effect, the entire sample would be affected equally. It is also 

possible to apply pretests to adapt subjects to the environment (COT-C13) (Heijstek et 



al., 2011), avoiding them to feel constrained during the experiment. Heijstek et al. 

(2011) formulated challenging tasks in order to keep subjects concentrated (COT-C14), 

distracting them from observers. Action COT-C06 suggests evaluating subjects’ 

participation instead of their performance (Lucia et al., 2009), minimizing the 

apprehension of being observed. Finally, action COT-C21 suggests selecting volunteer 

subjects. Sfetsos et al. (2009) stated that volunteer subjects were not afraid of being 

observed and evaluated. 

Table 43. Threat COT-T04 and its control actions. 

Threat description Control action description 

    - COT-T04 – Subjects 

behave differently when 

being observed. 

    - COT-C06 – To evaluate subjects’ participation, not subjects’ 

performance. 

    - COT-C08 – To observe all subjects, then effect is similar. 

    - COT-C13 – To apply pretest in order to adapt subjects to the 

environment. 

    - COT-C14 – To formulate challenging tasks, keeping subjects 

concentrated. 

    - COT-C21 – To select volunteer subjects. 

Threat COT-T05 is presented in Table 44. This threat occurs when the researcher 

unconsciously (or consciously) affects the experiment outcomes (Ferrari and Madhavji, 

2008). Two control actions were identified for this threat. 

Table 44. Threat COT-T05 and its control actions. 

Threat description Control action description 

    - COT-T05 – Researchers’ 

influence. 

    - COT-C04 – To include independent researchers in the experiment. 

    - COT-C11 – Not to allow interaction between interested researcher 

and subjects. 

Action COT-C04 aims at including independent researchers in the experiment. Ferrari 

and Madhavji (2008) used multiple researchers and domain experts in their study 

process. Action COT-C11 suggests that there is no interaction between the interested 

researcher and subjects (Jedlitschka, 2010). This would assure that no information 

affecting subjects’ performance is transmitted. 

Table 45 presents threat COT-T06. This threat occurs when subjects try to figure out the 

goal of the experiment and base their behavior on assumptions, either positively or 

negatively. Perepletchikov and Ryan (2011) mentioned that providing information to 

subjects could influence their performance in the experiment. We identified three 

control actions for this threat. 

Table 45. Threat COT-T06 and its control actions. 

Threat description Control action description 

    - COT-T06 – Hypothesis 

guessing. 

    - COT-C05 – To select subjects who do not have knowledge about the 

hypotheses. 

    - COT-C09 – Not to allow communication among subjects. 

    - COT-C10 – Not to inform experiment details. 

Action COT-C05 suggests that the researcher selects subjects who do not have any 

knowledge about the experiment hypotheses. Sfetsos et al. (2009) selected subjects who 

were not aware of what the researchers intended to investigate. Additionally, researcher 

should not allow communication among the subjects (COT-C09). Petersen et al. (2008) 

did not allow subjects to communicate about the experiment, avoiding disseminating 

individual opinions. Finally, the researcher should also not inform experiment details 



(COT-C10) (e.g., expected outcomes) to subjects, as done by Perepletchikov and Ryan 

(2011). 

Threat COT-T07 is presented in Table 46. This threat may arise when only one metric is 

defined for measuring the results (Briand et al., 2005). Therefore, it will be difficult to 

detect if this metric is biased. We identified only one control action for this threat. 

Action COT-C03, which suggests using several metrics (Damian et al., 2008). By using 

more than one metric, results can be verified through cross-checking.   

Table 46. Threat COT-T07 and its control action. 

Threat description Control action description 

    - COT-T07 – Using only one metric.     - COT-C03 – To use several metrics. 

Table 47 presents threat COT-T08, related to the potential risk of not representing the 

construct of the cause properly when only one experimental artifact (or task, or 

treatment) is used. Erdogmus et al. (2005) used only one experimental task. We 

identified two control actions for this threat. 

Table 47. Threat COT-T08 and its control actions. 

Threat description Control action description 

    - COT-T08 – Using only one 

experimental artifact, or task, or 

treatment. 

    - COT-C12 – To introduce more than one experimental artifact 

(or task, or treatment). 

    - COT-C16 – To select variations of experimental artifacts (or 

tasks, or treatments). 

Actions COT-C12 and COT-C16 suggest that researchers formulate more than one 

experimental artifact (Bernardez et al., 2004) and select variations (Michalik et al., 

2011). This way, the cause construct may be better represented. 

Table 48 presents threat COT-T09. This threat may arise when subject unconsciously 

(or consciously) fill the characterization forms incorrectly (Arisholm et al., 2007). For 

this threat, we identified one control action. Action COT-C19 aims at using historical 

data in order to get characterization form consistence (Lucia et al., 2009). 

Table 48. Threat COT-T09 and its control action. 

Threat description Control action description 

    - COT-T09 – Subjects may fill the characterization 

form incorrectly. 

    - COT-C19 – To use subjects’ historical data. 

We did not identify any control actions for threat “Subjects’ characterization metrics 

may not be correct” (COT-T10). This threat may arise when the characterization form 

has metrics that do not affect subjects’ performance (Arisholm et al., 2007). Carver et 

al. (2004) mentioned misclassification of subjects as a potential experiment risk. They 

also cited the possibility of using an invalid subject grouping criterion. 

3.4. Conclusion Validity 

In this section, we present the threats to conclusion validity identified in the SLR. We 

extracted 8 threats to conclusion validity and 19 control actions. 

The first threat, COS-T01, arises when measures used in the experiment are not reliable 

(Briand et al., 2005) and when data analysis is not clear. For this threat, we identified 

five control actions (see Table 49). 

Action COS-C07 suggests that researcher selects measures from previous studies, as 

done by Lucia et al. (2011). It is also possible to define a data measuring method (COS-

C02) (Cornelissen et al., 2011). In addition, researcher may conduct a study in order to 



evaluate and to validate the defined method (COS-C16), as presented by Karlsson et al. 

(2007). By planning how data should be measured subjective evaluation is avoided. 

Action COS-C03 aims at using more than one person to analyze the collected data 

(Arisholm and Sjoberg, 2004). In case of disagreements in data analysis, meetings 

should be conducted to address them (COS-C05). Lucia et al. (2011) conducted 

meetings to discuss and resolve such discrepancies. 

Table 49. Threat COS-T01 and its control actions. 

Threat description Control action description 

    - COS-T01 – Measure reliability.     - COS-C02 – To define a data measuring method. 

    - COS-C03 – To assign different people to analyze collected 

data. 

    - COS-C05 – To conduct meetings in order to address 

disagreements. 

    - COS-C07 – To use measures from previous studies. 

    - COS-C16 – To conduct studies to evaluate the data measuring 

method. 

The second threat is COS-T02 (see Table 50). This threat occurs when an inadequate 

statistical test is applied on the data collected (Lucia et al., 2010). There are many 

factors which influence a statistical test (e.g., sample size, data distribution, and data 

homoscedasticity). We identified three control actions for this threat. 

Table 50. Threat COS-T02 and its control actions. 

Threat description Control action description 

    - COS-T02 – Violated assumption 

of statistical test. 

    - COS-C01 – To check requirements of statistical test. 

    - COS-C10 – To use statistical test from previous studies. 

    - COS-C19 – To use a statistical test tool. 

Action COS-C01 aims at verifying statistical test usage requirements (Damian et al., 

2008), avoiding wrong decisions on which test to apply. Researchers may also use 

statistical test applied in similar previous studies (COS-C10) (Ricca et al., 2010) and 

tool support (COS-C19) (Madeyski, 2010). 

Table 51 presents threat COS-T03, which occurs when the selected samples is 

heterogeneous, as presented by Lucia et al. (2011). In these situations, differences 

among subjects related to experience may exists and influence the experiment results. 

We identified only one control action for threat COS-T03. Action COS-C04 suggests 

selecting homogeneous subjects (with similar background), as done by Falessi et al. 

(2006).  

Table 51. Threats COS-T03, COS-T04 and their control actions. 

Threat description Control action description 

    - COS-T03 – Selection of heterogeneous 

sample. 

    - COS-C04 – To select homogeneous subjects. 

    - COS-T04 – Small sample size.     - COS-C09 – To choose a design that increase number 

of data points. 

Table 51 also presents threat COS-T04. This threat occurs when the sample is 

considered small (Mouchawrab et al., 2011). Consequently, there might be a lack of 

statistical power. In order to address threat COS-T04, researcher may choose a design 

that increases the number of data points (COS-C09), as done by Mouchawrab et al. 

(2011). 

Threat COS-T05 is presented in Table 52. This threat concerns subjects applying the 

treatment incorrectly (Thelin et al., 2004a). This problem occurs due to lack of 



knowledge, or by not following procedures reported by researchers, or even 

consciously. Seven control actions were identified for this threat. 

Table 52. Threat COS-T05 and their control actions. 

Threat description Control action description 

    - COS-T05 – Reliability of 

treatment implementation. 

    - COS-C06 – To provide training for applying the treatment correctly. 

    - COS-C11 – To define guidelines to support subjects during the 

experiment. 

    - COS-C12 – To remind subjects that they must use treatment 

correctly. 

    - COS-C13 – To introduce observers in order to check correctness of 

treatment implementation. 

    - COS-C14 – To use unexperienced subjects. 

    - COS-C15 – To use camera to monitor treatment implementation. 

    - COS-C18 – To use tool support which automates the treatment. 

Action COS-C11 aims at formulating guidelines to support subjects during the 

experiment, as done by Berling and Thelin (2004). It is also possible to explicitly 

remind subjects how the treatment should be applied (COS-C12) (El-Attar and Miller, 

2009). Michalik et al. (2011) introduced observers in the experimental environment in 

order to check treatment implementation (COS-C13). If there are mistakes in treatment 

implementation, observers can interfere. Researcher can avoid threat COS-T05 if 

unexperienced subjects are selected (COS-C14) (El-Attar and Miller, 2009). People 

who have experience may have a stronger tendency to perform tasks in their own way. 

Another action to address threat COS-T05 is to use cameras to monitor treatment 

implementation (COS-C15), as done by Heijstek et al. (2011). Furthermore, Dzidek et 

al. (2008) conducted training in order to avoid unconformities during treatment 

implementation (COS-C06). Finally, tool support automating treatment application 

might also help to mitigate this risk (COS-C18) (Lanubile et al., 2004). 

Threat “Selecting data to satisfy hypothesis” (COS-T06) may arise when researcher 

selects the best results among those collected in order to satisfy hypothesis (Bunse, 

2006). We did not identify any control actions for this threat. 

Table 53 presents threats COS-T07, and COS-T08. The first one may arise when 

problems happen in the experimental environment (Sfetsos et al., 2009). This fact may 

affect subjects’ performance. The latter one concerns the confidence interval (Ferrari 

and Madhavji, 2008), if an inadequate confidence interval is used the experiment may 

lack statistical power. We identified only one action for each of those threats. 

Table 53. Threats COS-T07, COS-T08 and their control actions. 

Threat description Control action description 

    - COS-T07 – Random facts in the 

experimental environment. 

    - COS-C08 – To assign subjects to the same experimental 

environment. 

    - COS-T08 – Inadequate confidence 

interval. 

    - COS-C17 – To use adequate confidence interval, according 

to literature. 

To control threat COS-T07, action COS-C08 suggests assigning subjects to the same 

experimental environment (Karahasanovic et al., 2005). Therefore, facts which arise 

will affect all subjects equally. Finally, action COS-C17 suggests using confidence 

intervals described in literature (Lui et al., 2008).  

In this section, we provided on overview on the identified threats and their control 

actions. However, there are relationships between threats and control actions and 

understanding these relationships might assist researchers in their experiment planning 



activities (RQ2). Therefore, the next section explores these relations by presenting a 

conceptual model.  

4. The Conceptual Model 

From the list of threats to validity and control actions retrieved in the SLR, we 

developed a conceptual model. We believe that the best way to understand the 

relationships is through graphical form. The conceptual model was built by: (i) grouping 

threats to validity and their respective control actions, (ii) identifying threats and actions 

that have trade-off relationships (action used to address a threat that may cause another 

threat). These relationships not only arise among threats and actions of the same validity 

type, but also of different validity types.  

Figure 1 presents relationships between threat INT-T18 and control actions related to 

conducting pretest. Pretest activities may change subjects’ performance. These changes 

might be either positive or negative. 

 

Figure 1. Relationships between threat INT-T18, and control actions INT-C04, INT-

C33, INT-C39, INT-C51 and COT-C13. 

Actions INT-C04, INT-C33, INT-C39, and INT-C51 are applied in order to address 

threats INT-T01, INT-T02, INT-T06, and INT-T16, respectively. Action COT-C13 is 

used in order to mitigate threat COT-T04. The researcher should keep in mind that 

when one of these actions is applied, the pretest can influence the subjects’ 

performance. Thus, the pretest should be designed carefully. 

Figure 1 characterizes a trade-off between construct validity and internal validity. In this 

case, action COT-C13, which is used to address threat COT-T04, may cause threat INT-

T18. Thus, we increase construct validity, but decrease internal validity. 

Relationships between threats COT-T09 and COT-T10, and control actions related to 

using characterization forms are presented in Figure 2.  

 

Figure 2. Relationships between threats COT-T09 and COT-T10, and control actions 

INT-C01, INT-C07 and INT-C73. 



Figure 2 also presents a trade-off between construct validity and internal validity. In this 

case, all three control actions are used in order to mitigate threats to internal validity. 

However, they may cause threats to construct validity. 

Figure 3 presents relationships between control actions related to discarding data and 

threats INT-T01, INT-T06, INT-T30, INT-T35, EXT-T01, COS-T02 and COS-T04. If 

any data is discarded, groups may become unbalanced (experience, ability, gender, 

personality). In addition, subjects’ representativeness also is affected. Finally, there may 

be an impact on the statistical tests (e.g., violating assumptions related to the sample 

size or distribution). 

 

Figure 3. Relationships between control actions INT-C14, INT-C40, INT-C85 and 

INT-C86, and threats INT-T01, INT-T06, INT-T30, INT-T35, EXT-T01, COS-T02 and 

COS-T04. 

Action INT-C14 aims at controlling threats INT-T07 and INT-T32. In addition, actions 

INT-C40, INT-C85, and INT-C86 are applied in order to address threats INT-T28, INT-

T08, and INT-T25, respectively. By discarding data of subjects, researchers have to 

conduct data analysis in order to check the impact over the sample. 

Two trade-offs are presented in Figure 3. There are actions to control threats to internal 

validity. Nevertheless, these actions may cause threats to external (EXT-T01) and 

conclusion validities (COS-T02 and COS-T05). Then, we increase internal validity, but 

may potentially decrease external and conclusion validities. 

Figure 4 presents two relationships. The first one regards introducing observers in the 

experimental environment. By introducing observers in the experimental environment 

(INT-C56 and COS-C13), we increase internal and conclusion validities. However, we 

affect external validity (EXT-T08) and construct validity (COT-T04). Thus, there is 

trade-off between: (1) internal and external validities; (2) internal and construct 

validities; (3) conclusion and external validities; and (4) conclusion and construct 

validities. 

Action INT-C56 is applied to address threats INT-T08 and INT-T25. Action COS-C13 

aims at mitigating threat COS-T05. In normal working environments usually there is no 

person observing. Therefore, being observed subjects may not behave naturally. 



 

Figure 4. Relationships between control actions INT-C56 and COS-C13, and threats 

EXT-T08 and COT-T04; and control actions COT-C15 and INT-C26, and threat COT-

T08. 

The second relationship presented in Figure 4 is related to using only one treatment per 

subject. Wohlin et al. (2012) state that “using a single independent variable (treatment) 

the experiment may under-represent the cause construct and thus not give the full 

picture of the theory”. These actions (COT-C15 and INT-C26) increase internal and 

construct validities. Nevertheless, they may cause threat COT-T08. Therefore, in this 

case, there is a trade-off between internal validity and construct validity. 

Relationships between control actions that suggest training and threats to internal 

validity (INT-T15, INT-T26, INT-T29, and INT-T31) are presented in Figure 5. 

However, the provided training may be unbalanced (INT-T15). This occurs, for 

instance, when training material is different among groups. In addition, training may not 

provide all necessary knowledge for subjects to perform the experiment (INT-T26). 

Finally, according to specific conditions, trouble may arise both, when training is 

provided by different people (INT-T29) and when provided by only one person (INT-

T31). The first one happens because different people express themselves differently, 

potentially emphasizing different parts of the training material. The second one, on the 

other hand, may occur because the person responsible for the training may consciously 

or unconsciously train a group better. 

 

Figure 5. Relationships between control actions COS-C06, EXT-C13, INT-C17, INT-

C35, INT-C37, INT-C68 and INT-C84, and threats INT-T15, INT-T26, INT-T29 and 

INT-T31. 

Actions COS-C06 and EXT-C13 are applied in order to control threats COS-T05 and 

EXT-T01, while actions INT-C17, INT-C35, INT-C37, INT-C68, and INT-C84 aim at 

addressing threats INT-T02, INT-T03, INT-T06, INT-T25, and INT-T31, respectively. 



The training has to be planned consistently in order to ensure fairness. However, we can 

observe in Figure 5 that there are hardly no threats if training is provided. Therefore, 

researchers should act carefully when training has to be provided during experiments. 

The control actions presented in Figure 5 may cause threats to internal validity. Then, 

there is a trade-off between: (1) conclusion and internal validities; and (2) external and 

internal validities. Thus, albeit increasing conclusion and external validities, internal 

validity may be decreased. 

Figure 6 presents relationships which are related to subject selection. Action COS-C04 

suggests selection of homogeneous subjects in order to avoid that individual differences 

influence the experiment results to increase conclusion validity. Action EXT-C21, on 

the other hand, is related to selecting heterogeneous subjects in order to improve 

subjects’ representativeness, increasing external validity. In this scenario, the trade-off 

between conclusion and external validity is evident. 

 

Figure 6. Relationships between control action COS-C04 and threat EXT-T01; and 

control action EXT-C21 and threat COS-T03. 

Relationships between actions COT-C19 and INT-C27, and threat INT-T17 is presented 

in Figure 7. Historical data from subjects may be used to improve construct validity. 

This data can be used in order to check data from characterization questionnaires. Thus, 

if there are any inconsistencies, researcher can identify them. However, subject 

selection may be influenced, since researcher may have access to information on 

subjects’ performance and potentially select the best subjects from the initial sample. 

This relationship presents a trade-off between construct and internal validity. 

 

Figure 7. Relationships between control actions COT-C19 and INT-C27, and threat 

INT-T17. 

Figure 8 presents the relationship between actions EXT-C01 and INT-C46, and threat 

COS-T05. These actions are related to selecting subjects from the real experiment target 

context. However, these subjects usually have their own way of performing tasks, i.e., 

do not depend on a specific treatment. Therefore, there is a threat when selecting 



subjects from the real context. Thus, we increase the external and internal validities, but 

decrease the conclusion validity, i.e., we have a trade-off between external and 

conclusion validities, and internal and conclusion validities. 

 

Figure 8. Relationships between control actions EXT-C01 and INT-C46, and threat 

COS-T05; and control action EXT-C20 and threat COS-T07. 

The relationship between action EXT-C20 and threat COS-T07 is also presented in 

Figure 8. By conducting the experiment in real environment we can control the threat 

EXT-T08, i.e. we increase the external validity. However, real environments have other 

variables that may influence the experiment outcome, which may decrease conclusion 

validity. In this case, there is trade-off between external and conclusion validities. 

Figure 9 presents relationships between actions INT-C28 and INT-C31, and threats 

INT-T13 and INT-T14. These actions suggest the researcher to allow breaks (short or 

long) during the experiment. The relationship is between control actions and threats 

from the same validity type, in this case internal validity. To avoid fatigue effects, 

researchers may apply actions INT-C28 or INT-C31. Nevertheless, in breaks subjects 

may exchange information about the experiment (INT-T14). Then, subject’s 

performance might be influenced. In addition, everyday situations may occur, 

potentially affecting subjects’ performance (INT-T13). 

 

Figure 9. Relationships between control actions INT-C28 and INT-C31, and threats 

INT-T13 and INT-T14. 

The relationship between action INT-C48 and threat COT-T06 is presented in Figure 

10. Through questions, subjects can clarify their doubts, increasing internal validity. 

However, subjects may also get information that enables them to guess the experimental 



hypotheses, potentially affecting construct validity. Therefore, in this relationship there 

is trade-off between internal and construct validities.  

 

Figure 10. Relationships between control action INT-C48, and threat COT-T06. 

In this section, we presented several trade-offs that exists between validity types. When 

increasing one type, another type may be decreased (Wohlin et al. 2012). Prioritizing 

the validity types is the responsibility of the researcher. When doing so he should keep 

in mind that, depending on the experiment goal, some threats are more critical than 

others (Andersson et al. 2003). 

5. Summary 

We presented the results of a SLR which aims at identifying threats to validity and 

control actions. We identified a total of 36 threats to internal validity with 86 control 

actions; 9 threats to external validity with 23 actions to control; 10 threats to construct 

validity with 21 control actions; and 8 threats to conclusion validity with 19 control 

actions. Furthermore, relationships found during the identification of the threats to 

validity and control actions were presented. These relationships occur when choosing an 

action to minimize or mitigate a threat enables the emergence of a new threat to validity. 

Thus, the experiments must be carefully planned, because there are trade-offs between 

the validity types. 
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APPENDIX A. TTVs and CAs and their References 

Table A1 presents each evidence (TTV or CA) with its respective references. In other 

words, which paper describes the TTV or CA extracted during the review. The IDs have 

the following standard: <validityType>-<evidenceType><sequentialNumber>. For each 

field, the possible values are: 

 <validityType>:  

o INT – internal validity;  

o EXT – external validity; 

o COT – construct validity; and  

o COS – conclusion validity. 

 <evidenceType>: 

o T – threat to validity; and 

o C – control action. 

 <sequentialNumber>: this number is incremented as an evidence of the 

same validity type is identified. 

Table A1. Identified TTVs and CAs and their references. 

TTV/CA References (Selected Papers – SP) 
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